
DII COE Alerts Services Technical Working Group (TWG) Meeting Minutes

Meeting Dates: 27 April 2000, all day; and 28 April 2000, half day

Meeting Location: INRI/Logicon facility in San Diego, CA

Attendees: Chuck Heazel, Grace Baratta-Perez, Mike Smeltzer, Jean Wyllie, Steven Lew

Esther Williams, Ileana Reisch, Evelyn Labbate, Rob Peabody, Jerald Pratt

Agenda of Day 1: 27 April 2000:

· Opening Remarks/Introductions: Grace Baratta-Perez, new Alerts TWG chair

· Recap of 7-8 March Alerts TWG / Summary of recent alerts discussion topics: Evelyn Labbate

· Technical presentation of existing COE Alerts products, Q&A: Evelyn Labbate

· Recap of discussions wrt alerts and COP requirements: Chuck Heazel

· Presentation/discussion of proposed alerts APIs/Q&A: Chuck Heazel

· Service/organization specific issues: All

Agenda of Day 2: 28 April 2000:

· Follow-on discussions of Day 1 topics

· Continued discussion of proposed Alerts architecture and APIs

· ICSF demonstration

· Action item summary

· Wrap-up, plans for next Alerts TWG meeting

Summary of Alerts TWG discussions:

Alerts Performance Requirements: Evelyn and Chuck reported that they had done some stress testing of the Java version of the Alerts software on Windows; and it had surpassed the known performance requirements, which were as follows: up to 200 alerts/second, sustained, with no more than a ten second delay from receipt to display of alert. An e-mail dated 28 June 1999 which described this performance requirement was referenced. Ileana will forward this e-mail to the group. Ileana took an action item to check with the MITRE folks supporting TBMCS regarding their Alerts performance requirements. There was discussion that this existing performance requirement may not be stringent enough for the Navy; therefore, Mike took an action item to check with Navy programs, e.g., Theater Ballistic Missile Defense (TBMD), regarding their Alerts performance requirements. Grace and Evelyn will find out about ABCS performance requirements. 

Alerts Software Requirements Specification (SRS) / Other Documentation: The most recent existing draft version of the SRS is dated October 1999. The group agreed that the SRS, along with use cases, APIs, schedule of future releases, and Requirements Traceability Matrix (RTM), needs to be rewritten at this time. Jean took an action item to rewrite the SRS introduction. Chuck will then clean up the remainder of the document, bringing it more up-to-date. The document will then be passed to Grace, who has the action item to complete it. Grace has the action item to prepare an updated RTM (4.X) as an appendix to the SRS. We set a target date of 12 May 2000 to have a new version of SRS and RTM ready. Ileana took an action item to check whether the Air Force references any of the existing Alerts requirements numbers. Grace will also prepare an updated schedule of planned Alerts releases. Evelyn has an action item to collate the use cases.

New Alerts Architecture/APIs: Chuck handed out copies of the Alerts Services Model document dated 28 March 2000; and discussed the value-added of the new streamlined alerts APIs. The group discussed the APIs; and a couple of errors in the APIs in the existing document were discovered, for which corrections were noted by Chuck. The proposal was to accept these as the standard API set for Alerts. The group agreed that we should adopt these proposed APIs now, and lock into this one set of APIs. Regarding the approval process, Esther explained that the adoption of these new APIs should be announced at the upcoming AOG meeting, scheduled for Friday, 5 May 2000, to seek DISA’s approval. Grace and Evelyn have an action item to speak to Dr. Usechak first to obtain his approval on the plan to adopt the new APIs. We must get Dr. Usechak’s approval on this before bringing it up at the AOG meeting. If this is approved by Dr. Usechak and at the AOG meeting, Esther would then ask DISA to mark the existing Alerts segments as obsolete. The next step in the process would be that DISA could choose to present the decision at the June CRCB meeting. Grace and Evelyn have an action item to find out which Army programs are using the existing Alerts APIs. We need to document these uses of the existing APIs; and then handle support to these programs internally on a case by case basis. The group agreed that, to the extent possible, the verbs should be kept the same in the C and Java APIs for corresponding functions. Chuck took an action item to do another scrub of the APIs, making the Java APIs as JMS-compliant as possible, using a subset of JMS, and making the C APIs look like the Java APIs. Chuck took an action item to have the final proposed API document for Java and C ready by 12 May 2000.

Alerts Software: Evelyn agreed that her development team will have a new version of the Alerts software (single source) for these new APIs by July or August 2000 as an engineering release. This software will be prepared for delivery to DISA around the August/September timeframe, with the anticipation that it would be included in the October 2000 DISA COE release. INRI folks asked whether our Alerts software has the capability for age-based filtering of alerts; i.e., user specifies that he/she only wants to see alerts from a certain time forward. They also asked about administrative services. These capabilities were discussed, and are being considered for future releases of Alerts software.

Alerts Critical Design Review (CDR): The point was raised that there had been an Alerts CDR at some time in the past. Therefore, Chuck took an action item to check with Ken Wheeler to determine whether Mr. Wheeler needs another formal CDR on Alerts at this time, or if he would prefer an informal briefing on Alerts. It was suggested that if a CDR is required, in general one slide should be prepared for each design review question.

COP TWG: Chuck explained that the display and generating of alerts is within the domain of the COP TWG. Some requirements from our Alerts SRS will likely be passed to the COP TWG, to be discussed further at our next TWG meeting.

HP Operating System (OS) Upgrade: Evelyn reported that she is currently going through the acquisition process to obtain a required HP operating system upgrade. Esther suggested that, in order to avoid delay, we should be able to get a copy of the OS from HP in the interim while we are concurrently following the acquisition process.

ICSF schedule, development languages, and platforms were discussed. Evelyn got required information from INRI representatives. ICSF has a date of this fall 2000 at which time they would like to be able to use Alerts software.

Configuration Management: Esther and Ileana took an action item to talk to CM folks, and find out about procedures for packaging software for DISA; e.g., the difference between packaging and delivering a toolkit (as a tar file) and a segment. They will also bring up reported distribution problems.

ICSF Demonstration was provided to the Alerts TWG by INRI.

Next DII COE Alerts TWG: The group agreed that the next Alerts TWG should be held on 22 May 2000. This is a convenient date since it immediately precedes the COE Developers Conference, which is scheduled for 23 and 24 May 2000 in VA. Chuck has taken an action item to arrange for a conference room in the MITRE facility in Reston, VA, for our 22 May Alerts TWG.

Minutes prepared by Grace Baratta-Perez

