COE Alerts Services 23 January 2002 TWG – Final  Meeting Minutes


COE Alerts Services Technical Working Group (TWG) Meeting Minutes

Meeting Date: 23 January 2002

Meeting Location: MITRE facility in Reston, VA

Attendees: Grace Baratta-Perez, Tayna Buck, Scott DeVona, Greg Gray, Anna Kinne, Rick Miller (via telecon), Christian Polizzi, Brian Pulis (via telecon), Ileana Reisch, Wendy Roberts, Rob Sanders, Rob Warren, and Esther Williams.

Contact information for each attendee listed above, as provided on the TWG attendance sheet at the meeting, was e-mailed to attendees only on 24 January 2002.

The meeting started with introductions of attendees. This was followed by a few preliminary announcements by the TWG Chair, Grace Baratta-Perez; and the following topics were discussed:

1. TWG Chair announced that a new COE Alerts Army software development team is now in place, replacing the development team with whom the TWG had been working for some time. This change resulted from the recent award of an Army Common Software (CS) contract to a team led by Booz-Allen & Hamilton for the software development work of a number of CS products, including COE Alerts. The new contract just went into effect at the start of January 2002. The new Alerts development team members attended this TWG meeting. Ms. Wendy Roberts, supporting CS, introduced herself as Tech Lead for CS products. Wendy explained to attendees that our Army customer does not want us to make any drastic changes regarding Alerts right now; but wants us to continue to support the Alerts TWG and requirements, while also investigating alternative alerting products, such as COTS products. Mr. Brian Pulis stressed how his C4I Alerts Presentation Layer (CAPL) product is completely tied in to our Alerts product, and is thus depending upon ongoing support of our COE Alerts segments. Ms. Esther Williams reminded attendees that if there were at some point a decision to move away from supporting the Army Alerts product, that change would have to be vetted via the AOG and CRCB before it could be effected, as would be the process with any COE component (i.e., APIs for COE component segments must be supported until AOG/CRCB concurrence is achieved.).

2. Prior to the meeting, the TWG Chair had received a phone call regarding a rumor that was circulating among some GCCS folks that the Army would no longer be funding Alerts. This rumor was addressed and clarified: The TWG chair reported that she discussed this matter with Mr. Al Miller, the Army’s AOG representative, who explained that the Army will, in fact, continue to support Alerts. However, Mr. Miller advises our TWG to look into other products that may provide similar alerting capabilities, and may be part of the COE now or in the future (e.g., IDM-T/WAATS, J2EE). Inputs were sought on this topic as to how the TWG would like to proceed; for example, there is the option for vendors of these products to brief us at upcoming TWG(s). There could come a time in the future that if the Army chooses to use a different Alerts product, the Army team would go into maintenance only mode of the COE Alerts, and future product evolution would have to be funded by those with ongoing requirements.

3. Discussion of various COTS messaging middleware products ensued: 

· IDM-T: Esther explained that IDM recently briefed DISA, and that their briefing brought to light the fact IDM depends on a number of expensive COTS products. Wendy indicated that she heard that IDM has gone to a freeware web server. Esther took an action item to distribute a list of components used by IDM, with license requirements. Wendy indicated that her understanding is that the current release of IDM-T has publish/subscribe complete, and that queuing is being completed. This raised confusion because others were of the impression that IDM did not yet have all publish/subscribe capabilities implemented. Attendees agreed that IDM-T should be scheduled to brief us at an upcoming COE Alerts TWG to clarify some of the confusion that exists regarding their existing and planned capabilities, license requirements, COE plans, etc.

· JBoss: Esther reported that a legal issue has arisen regarding JBoss; and thus JBoss will not be in the COE as had been planned. Previously, JBoss had been intended to be a low cost COE product.

· WebLogic: The Integrated Space Command & Control (ISC2) program reported that they are using the WebLogic COTS product. There was a discussion about the fact that Logicon is segmenting WebLogic, but the question came up as to whether it is being segmented as a COE component or as a mission application. Mr. Rob Warren took an action item to try to get this answer from the vendor, BEA. Rob also took an action item to provide Wendy with contract POCs and pricing information for WebLogic. Rob also agreed to share his alerts design at an upcoming Alerts TWG. ISC2 indicated that they are compatible with our COE Alerts, want to continue to maintain compatibility, but are not “using” our COE Alerts, per se, at this time.

· Apache/TomCat: It was announced that the COE Distributed Computing TWG has an upcoming Preliminary Design Review (PDR) on Apache/TomCat scheduled for 28 January 2002. The Army indicated plans to send a representative to that PDR.

4. Discussion of CAPL: 

Mr. Brian Pulis explained that CAPL is a COE mission application, built on top of our COE Alerts product; CAPL uses our Alerts infrastructure; CAPL Version 4.1.0.0 uses Alerts Version 4.2.0.0. The next version of CAPL, Version 4.1.1.0, is scheduled for the end of February. Brian stressed that CAPL is wholly dependent on our COE Alerts, and that others within GCCS and outside of GCCS are using CAPL and Alerts. CAPL is being produced for GCCS 4.1. Esther asked the number of GCCS boxes, and Brian took an action item to get that number for us for inclusion in meeting minutes. Brian also took an action item to update us shortly with an executive summary of CAPL’s use of Alerts and the current status of CAPL. 

5. Grace reported on status of Alerts Version 4.2.0.0: 

Requested waivers were approved by DISA and GCCS. Esther Williams has all six Alerts segments on CDs. Esther indicated that the delivery of Alerts should be scheduled by the week after next. Grace took an action item to send the exact delivery date to attendees when it is scheduled. Brian Pulis requested that an engineering release of the latest version of the 4.2.0.0 segments be posted to the Alerts QuickPlace (QP). Army team took the action item to make this happen. Ileana requested that a schedule for upcoming Alerts releases be provided by, or before, the next Alerts TWG meeting.

6. Discussion of some of  the primary differences between COE Alerts and JMS standard:
· Our COE Alerts provides the “Cancel” capability, which is not part of  standard JMS; ISC2 indicated that Cancel is a key difference for their program;

· COE Alerts product provides C/C++ APIs; most JMS-based COTS  product would not provide this;

· COE Alerts provides subscribers with “pre-existing” Alerts (alerts that were published before the client subscribed); standard JMS does not provide this, but it is required by our Alerts users;

· COE Alerts provides specialized capability to customize the cutoff times and ranges for which you want to receive older alerts;
7. Grace reported on significant updates that are included in Alerts Version 4.2.0.0:
· JMS APIs permit arbitrarily large object alerts in alert  body (previously the body could only be a string);

· Greater control is allowed, by date, of which pre-existing alerts are delivered to subscriber clients;

· JMS Test GUI has been enhanced to demonstrate the extended subscriber;

· C client buffer size limitation has been fixed- the maximum sized buffer of 1024 characters works now;

· Client and server daemons execute as user COE, which is more secure because COE does not have administrative system access.

8. Post-Version 4.2.0.0 Alerts features and enhancements that were in progress by our previous development team were summarized:

· Enhanced log file management (e.g., automatic size control of log files, configurability);

· Port of Alerts to HP-UX 11;

· Port of Alerts to Windows 2000;

· Addition of point-to-point (PTP) queuing capabilities (in addition to publish/subscribe).
9. Service/agency reps were asked to indicate their Alerts requirements, priorities, and timeframes. Attendees provided inputs and discussed as follows:

· Alert Priorities / ordering of Alerts:

· Ms. Anna Kinne indicated that for AFATDS, Alerts are required to be delivered in priority order first, followed by exact time ordering within each priority level.

· AF rep, Ileana Reisch, expressed the need for AF to receive high priority alerts before lower priority alerts.

· There was discussion of six numerical priority queues.

· Rob Warren indicated that he has guaranteed ordering in his alerts system- for each type of alert, they have to be in order.

· HP-UX 11 and Windows 2000 Versions of Alerts:

· Former Alerts development team had ports to both of these platforms nearly complete- still need to be tested with COE tools.

· There was consensus that the Alerts versions on two additional platforms (HP-UX 11 and Windows 2000) need to be delivered to DISA as the same version number, Version 4.2.0.0, because both of these releases would contain the same functionality as the 4.2.0.0 versions for Solaris 7/8 and Windows NT 4.

· Rick Miller indicated that for GCCS Integrated Imaging and Intelligence (I3) and Adaptive Battlespace Awareness ACTD, the Windows 2000 version of Alerts is a high priority.

· Brian indicates that CAPL also needs Alerts on Windows 2000, and that GCCS 4.1 will be on Windows 2000, but not on HP.

· Coast Guard has expressed need for Alerts on HP-UX 11 for a long time, but no CG rep attended this meeting.

· Failover capability:

· Rob Warren indicated that for ISC2, failover is one of the biggest requirements.

· Attendees agreed that failover is an important capability.

· Increased configurability (e.g., directory server lookup of server IP):

· Brain Pulis mentioned that he has a user interface for entering IP addresses.

· Question raised: How does automatic discovery of server work in a WAN?

· Dynamic approach was discussed, with possibilities of using  JNDI or NS directory service.

· Christian stated that the JNDI implementation is tied to JMS; and we should stick to standard.

· Question rasied: Will there will be a Domain name server on every box?

· Automatic and dynamic goals for configurability were discussed. There was discussion that as a backup, the IP might be manually set for rapid deployment.

· Addition of Modes: e.g., Real, Test, Exercise:

· Discussion of making this separation at the software level, via metadata.

· Attendees agreed that it would be helpful to have ISC2 brief this at our next TWG, from an operational perspective.

· Anna agreed to check how AFATDS works with modes.

· Question raised: Does Alerts need to add to headers?

· Broadcast all very high priority alerts to all clients:

· This could be useful in certain situations.

Most of the above requirements need to be further refined, and various technical issues need to be further researched.

· Miscellaneous topics discussed:

Question raised: are all features from JMS needed in our Alerts product?

It was agreed that we should canvas our user community for continued need for C/C++ Alerts APIs.

Question raised: What happens to C client if it receives JMS object greater than 1024? Scott will look into this because we want to ensure that Alerts does not crash or hang in this instance.

Ileana mentioned  performance considerations, and the fact that she heard Access 360 is a very good performer.

There was discussion of the adoption of COE Alerts into ICSF.  The understanding of attendees is that ICSF has to use our Alerts directly because of our place in COE hierarchy, but that ICSF has a backup plan, if Alerts is not available.

The topic of the Tiger Team was raised; this is a joint DISA/Navy effort to fix ICSF and kernel problems. This effort is scheduled to complete at the end of April 2002. The understanding at the time of the TWG was that the activities of this Tiger Team would probably not affect Alerts. However, subsequent to the TWG, we learned that the Tiger Team will, in fact, test the Alerts segments.

· Plans for next COE Alerts Services TWG:

Attendees discussed a preliminary plan to hold the next Alerts TWG sometime during the week of 18 March 2002. Confirmation of exact date and TWG details are to be arranged shortly.

· Action Items Resulting from this 23 January 2002 Alerts TWG Meeting:
1. Esther Williams took an action item to distribute a list of components used by IDM, with license requirements and costs.

Action Item Status: Closed. Esther e-mailed this information and Grace forwarded it to Army Alerts team on 7 February 2002.
2. IDM-T/WAATS to be scheduled to brief us at an upcoming COE Alerts TWG to clarify some of the questions regarding their existing and planned capabilities, license requirements, COE plans, etc.

Action Item Status: Open, to be arranged.

3. Question came up as to whether WebLogic is being segmented as a COE component or as a mission application. Rob Warren took an action item to get this answer from the vendor, BEA. 

Action Item Status: Closed. Rob reports that WebLogic is being segmented as a Mission Application.

4. Rob Warren took an action item to provide Wendy with BEA contract POC information for WebLogic. 

Action Item Status: Closed. Rob provided the contact information to Wendy.
5. Rob Warren agreed to share his ISC2 alerts architecture/high level design at an upcoming Alerts TWG, including operational use of modes.

Action Item Status: To be arranged. Rob is willing to present this briefing to the TWG.

6. Question arose as to the number of GCCS boxes.

Action Item Status: Closed. Brian Pulis reports that there are 10,000+ workstations at 625+ sites.

7. Brian Pulis took an action item to update the TWG with an executive summary of CAPL’s use of Alerts and the current status of CAPL.

Action Item Status: Closed. Brian e-mailed the briefing on 5 February 2002, which Grace forwarded directly to attendees of 23 Jan. TWG. This will be posted to Alerts QuickPlace as well. This can be presented and discussed further at future TWGs if desired.

8. Grace took an action item to inform the TWG of the delivery date of Alerts segments to DISA.

Action Item Status: Closed. Delivery meeting has been scheduled with DISA for 7 February 2002; e-mail notification of the delivery date was sent to TWG attendees on 4 February 2002.

9. Brian Pulis requested that an engineering release of the latest version of the 4.2.0.0 Alerts segments be posted to the Alerts QP.

Action Item Status: Closed. Grace posted the segments to the Alerts QP for Brian’s access on 25 January 2002.

10. Ileana Reisch requested that a schedule for upcoming Alerts releases be provided by, or before, the next Alerts TWG.

Action Item Status: Open. Schedule to be developed and provided by Army Alerts team by next Alerts TWG.

11. Esther took an action item determine who Jean Wyllie’s replacement will be as Coast Guard rep to Alerts TWG,  as well as CG’s timeframe for requiring Alerts on the HP-UX 11 platform.

Action Item Status: Partially closed. Jean Wyllie informed us that she is still the CG Alerts rep at this time. However, CG has not yet provided us with their timeframe for using Alerts on HP-UX 11.
12. Grace and Brian both took action items to query Rob Peabody and/or Jerald Pratt regarding their schedule and usage of our COE Alerts product in ICSF.

Action Item Status: Closed. Grace queried Jerald and Rob via e-mail. Rob replied that they plan to use our Alerts segments as soon as they are officially delivered to DISA. They are presently implementing against the latest engineering release of our Alerts APIs.

13. Esther took an action  item  to query GCCS-A regarding their direct use of Alerts & timeframe

Action Item Status: Closed. GCCS-A reports that they plan to use the GCCS CAPL Alerts segment, and since CAPL is dependent on the Alerts COE component, they will therefore use Alerts too. They are still working details of their timeframe.
14. Army Alerts team took an action item to update the Alerts RTM, including getting rid of old deleted requirements.

Action Item Status: Open.

15. Ileana took an action item to e-mail Grace the draft I&RTS guidance on J2EE, to be  distributed to TWG attendees.

Action Item Status: Closed. Grace e-mailed this to TWG attendees on 24 Jan. 2002.

16. Anna Kinne took an action item to check how AFATDS works with modes.

Action Item Status: Open.

17. Scott  DeVona took an action item to look into the question of what happens to a C Alerts client if it receives a JMS object greater than 1024.

Action Item Status: Open.

18. Army Alerts team has an action item to extract and distribute to the TWG a list of unimplemented Alerts requirements, seeking inputs from service/agency reps on priorities and schedule needs.

Action Item Status: Open.

Minutes prepared by Grace Baratta-Perez.
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