Table 3-1. Responses to Vendor Self-Assessments Against RT TWG Requirements (1 of 3)

	Requirement
	TAO

	(1) Is the ORB designed so that other processes do not block ORB operations indefinitely?
	· Priority inheritance locks

· Standard CORBA messaging timeouts

	(2) Does the ORB support transport protocols other than TCP/IP?
	· TAO provides a pluggable protocol framework

Implemented:

· Unix domain sockets

· Shared-memory

Implemented or implementable by others:

· VME

· TP4

· Fibre Channel

· ATM

· VIA

	(3) Do client requests have an associated priority so that the server can respond to the client request accordingly?
	TAO provides client-side priority propagation and supports the server-declared model per the OMG Real-Time CORBA 1.0 specification.



	(4) Global recognition and communication of priority
	Implemented (per the OMG Real-Time CORBA 1.0 specification).

	(5) Does the ORB have features that contribute to the desired system level deterministic behavior [beyond requirements noted]?
	Yes, TAO successfully avoids priority inversion internally.


Table 3-2 Responses to Vendor Self-Assessments Against RT TWG Requirements (2 of 3)

	Requirement
	TAO

	(6) Does the ORB support bypassing the marshal/de-marshaling of data when the communication is between objects that are coded in the same language and running in the same process?
	Yes

	(7) Does ORB provide the ability to use Quality of Service (QoS) capabilities to provide Guaranteed QoS as defined in IETC RFC 2212?
	ACE supports RAPI on Solaris 7 and Microsoft GQoS on Windows 2000.  TAO will provide access to this support in a future version.

	(8) Asynchronous Message Architecture
	TAO supports the callback model for the Asynchronous Messaging Interface of the CORBA Messaging Specification

	(9) Does the ORB provide mechanisms to avoid priority inversion in ORB operations?
	Avoid locking

Use priority inheritance locks when available from OS/RTOS


Table 3-2 Responses to Vendor Self-Assessments Against RT TWG Requirements (3 of 3)

	Requirement
	TAO

	(10) Reliable/unreliable unicast and multicast implemented such that end-to-end latency, latency jitter, and CPU at endpoints scales no worse than linearly with both endpoint load and system-wide traffic
	TCP, which can be replaced with a pluggable transport

Event Service

IP Multicast and UDP broadcast also supported

	(11) Memory footprint ... needs to be as small as possible**
	TAO supports the minimum CORBA spec; some subsets documented

	(12) Does the ORB provide support for persistent bindings? 
	POA persistent object references supported.

	(13) Scalability
	Optimization principle patterns and constant time data structures


