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Abstract
Existing data administration policy in the DoD has produced good results in some pockets, but has not deliv​ered data interoperability for the enterprise as a whole.  In this paper we present a concept of operations for a different approach to data interoperability, one based around the notion of “communities of interest”.  This ap​proach corrects the shortcomings of the current regime in three ways:  First, it does not assume a single monolithic data standard.  Instead, we work toward data interoperability within separate communities of interest. These groups serve a knowledge management purpose: they extract the shared knowledge necessary for data interoperability from the larger community, then make this knowledge explicit, and finally help to transfer that knowledge back into the whole community.  Second, our approach captures knowledge at more than one level of abstraction. Our approach will produce higher-level definitions that can support interoperability in architecture descriptions and information retrieval “semantic tags” in addition to the current implementation-level data stan​dards.  Finally, our approach can become part of the system acquisition process, giving both better incentives for program offices to participate, and better metrics for measuring their results.
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1.  Data interoperability is a knowledge management problem

Data interoperability is a key element in the Joint Vision 2020 goal of information superiority [2].  But we still do not have a workable plan for achieving DoD-wide data interoperability.  This paper is intended to describe the princi​ples on which such a plan might be implemented.

We define data interoperability as the ability to correctly interpret data that crosses system or organizational boundaries.  The key points are illustrated below in Figure 1.  We assume that the people on the left have information needed by the people on the right, and that data in one system is accessible to the other.  Information can flow (and we have data interoperability) if and only if the receiving system and users properly understand the data they re​ceive.  Clearly, data interoperability is only one aspect of the overall interoperability problem. The left-hand side might not ever have the information needed by the right-hand side.  Or it might be impossible to get data from one system to another (because of incompatible radios, physical connectors that don’t fit, etc.)  While those would be interoperability problems, they would not be data interoperability problems.

Two things must happen before two systems or organizations can understand each other’s data.  First, the people involved must identify a matching real-world thing of mutual interest. (All data describes some thing of interest.  You can’t meaningfully exchange data unless it describes the same thing.)  We call this step establishing a semantic match.  Second, they must arrange to eliminate or otherwise deal with the differences in the name, structure, and rep​resentation in the data models they use to describe this real-world thing.  For example, if you measure a certain distance in miles, but I expect distances measured in kilometers, then the appropriate conversion must be applied to the data before I can properly use and understand it.  This second step is coping with representation mismatch.  (More details, with examples, can be found in [6].)
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Figure 1: Data interoperability

In this paper we focus on the semantic match problem.  It is by far the most challenging of the two.  Representa​tion mismatch problems can have automated solutions, either through hand-written translation software or data mediation tools.  But there is never going to be an automated approach to the problem of semantic matching, because the solution takes place inside the human mind.  That is, for every data interoperability success, there are at least two people with a shared understanding of the exchanged data.  These people may be users who look at the data pre​sented to them, or they may be programmers who decide what systems will do with the data they process.  Either way, these are the people who know what the data should mean.  If the data they receive does not conform to the definitions they know and expect, the result will be an error, not interoperability. 

Crucially, what must be shared is knowledge, which is inside human minds, and not merely written definitions, which can be captured in words and paragraphs.  For example, you and I might both be satisfied with the definition “an aircraft is a vehicle that moves through the air.”  But if in your world all aircraft happen to have a fixed wing and at least one engine, while my world includes free balloons and helicopters, then this difference in tacit knowledge is likely to cause some interoperability problems even though we are using the exact same explicit definition.  Con​versely, the developers on my software project might arrive at a common understanding of our data through conversation, without any written definitions at all.  Shared knowledge, not shared documentation, is what counts.  Common explicit definitions are of course useful – we are hardly arguing in favor of undocumented software – but they are neither necessary nor sufficient.

The semantic part of data interoperability is therefore a knowledge management problem: How do we arrange for the right people to have the right (shared) knowledge about what the data means? Automated tools can help solve this problem. They can never make it go away.

It is instructive to look at the places where shared semantic knowledge is important and at the roles of the people who need it. Here are the most important cases:

· Users need to understand the meaning of the data presented to them.  Programmers need to understand the data their programs will manipulate. These people must have a shared understanding of the runtime instance data values. (This is the most common case, the one that everyone thinks of first.)

· Architects building products from the C4ISR Architecture Framework [1] need a common vocabulary for rep​resenting information exchanges. These architecture products include abstract descriptions of the instance data that will be exchanged between executing systems. That is, they need to describe what information will be exchanged, but not necessarily how it will be represented. Without a shared understanding of the informa​tion described in operational and system architectures, it will be impossible to relate architectures developed by separate teams, or to “roll them up” into an integrated view – or even to be confident that one product will convey the same meaning to any two readers.

· Information dissemination relies on commonly-understood metadata “tags” to distribute information prod​ucts from producer to consumers.  For example, one consumer might state in his profile that he wants information about “surface naval ships”.  He then receives documents that are so marked by their producers.  This depends on a shared classification taxonomy – it won’t work unless producers and consumers have the same understanding of “surface”, “naval”, and “ship”.

· The semantic web [4] is a plan to extend the existing Web by adding machine-processable semantic metadata to web pages. Software agents can use this metadata to “understand” the information and/or services pro​vided by a web resource and then to act on our behalf: reserve us a rental car, change a doctor’s appointment, etc. But unless the people involved (the end user, the agent programmer, the resource provider) have a shared understanding of this semantic metadata, we shouldn’t expect these smart agents to actually do what the user wants done. 

These people do not all need precisely the same knowledge. For example, software programmers (of a web agent or of a traditional application) need more detailed knowledge than software architects.  But people in these different roles do not need completely different knowledge, either. Clearly the sort of high-level “what is an aircraft?” defini​tion is useful in every role. The knowledge needed by architects (what information do these systems exchange?) should be an abstraction of the knowledge needed by the system developers (exactly what data are we passing to each other?). Figure 2 shows different roles and the level of detail and assurance they require.  The determining factor is the location of the person who does the understanding: end users, who can examine instance data at runtime, need less than programmers, who cannot.
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Figure 2: Level of detail and assurance needed for different purposes

How can we explicitly capture this shared knowledge in a way that maintains these relations without requiring people to learn details they do not need? In [7] we suggest organizing semantic metadata into the following layers:

· Ontologies are organized collections of definitions, including relations between the defined terms.  In its sim​plest form an ontology is a dictionary of terms.  Data models may specify the meaning of their entities and attributes by reference to the definitions in the ontology.  (An ontology is not itself really a model; instead, it defines the universe of things that can be included in a data model.)
· Abstract schemas define information without specifying a particular data representation.  They allow applica​tion developers to establish a semantic match with a database (or second application). Abstract models are sometimes called conceptual data models
· In a concrete schema, all of the attributes are fully-defined as implementable data types.  A concrete schema defines everything the application developer needs to know about the data when interfacing with a database (or second application):  a complete description of the names, structures, and representations of the data.  A fully-attributed, normalized logical data model is a concrete model.  Standard message formats (e.g. the Air Tasking Order) are also concrete data models.
Organizing semantic metadata in this fashion preserves the connections between related knowledge, because metadata in one layer points to metadata in a higher layer to specify its meaning.  It helps with the level-of-detail problem, because people need not learn facts in the lower levels if they do not need them.  We still have a big prob​lem with the scope of knowledge required.  It is impossible for anyone to know all of the definitions that are required for everyone to exchange data.  That is, the shared knowledge required for the union of all data exchanges is too large to fit inside any one person’s  head.  We must partition semantic knowledge into smaller, more tractable packages.  The mechanism for doing this is the subject of the next section.

2.  Communities of interest are a knowledge management solution

Data interoperability poses a knowledge management problem: how do you get the needed semantic knowledge into the people that must understand the exchanged data?  The community of interest concept is the knowledge management solution we propose.  We define a community of interest (COI) as the collection of people that are con​cerned with the exchange of information in some subject area.  The community is made up of the users/operators that actually participate in the information exchange; the system builders that develop computer systems for these users; and the functional proponents that define requirements and acquire systems on behalf of the users.  The subject area is the COI domain – whatever the people in the COI need to communicate about.  And in order for the systems and organizations to communicate – to have data interoperability – the people in the COI must all know and understand the consensus definitions for the data they will exchange.

Because we assert a priori that the people in a COI need to communicate with each other, we know that it must be possible for them to agree on consensus definitions for the things of mutual interest.  But it takes hard work to es​tablish what these things are, and what the agreed definitions will be.  This work is the function of the COI data panel.  The people on the data panel are drawn from the COI.  Their job is to represent every part of the COI, deter​mine where the data interests of these parts intersect, and then produce the shared definitions for the union of these intersections.  In their job the data panel is performing a knowledge management task.  First, the data panel extracts the shared knowledge necessary for data interoperability from the larger community, it then makes this knowledge explicit, and finally it works to transfer that knowledge back into the whole community. The data panel’s job is done when everyone in the COI knows the definitions they must have in common in order to exchange information.

2.1  What do COI data panels do?

The main task of the data panel is to produce and maintain the common data representation (CDR) for the COI domain.  The CDR is the explicit representation of the COI’s shared semantic knowledge.  It will be organized into on​tology, abstract schema, and concrete schema as described above.  We expect the data panel to produce reference data sets; that is, the values of coded fields and their meanings.  They may also produce business rules (constraints on the data values) and process models (which describe how data is used).

The process of building the CDR is not vastly different from the collaborative data modeling sessions used in the present data administration regime.  There are three important differences:  The panel will produce more than standard data elements and models and other concrete schema artifacts; it will also build ontologies and abstract schemas.  The panel will focus on exchanged data, not all data, and will consider cost/benefit when choosing the exchanged data that will be modeled first.  Finally, existing systems are not required to change their internal data representation to conform to the CDR.  Instead the individual program managers will make that decision on a cost/benefit basis.  [5] contains a description of a process that could be used to build CDRs, plus more discussion of the three differences above and the advantages they bring.  Also, the Health Level Seven (HL7) consortium has developed a detailed modeling methodology that could be adapted to building CDR for COIs [3].

2.2  How are COI data panels formed?
The process always begins when someone identifies the need for a new data panel.  This can happen bottom-up, when separate organizations realize that together they form a COI and need a data panel to construct their consensus CDR.  It can also happen top-down, by direction, without waiting for organizations A, B,  and C to realize (or admit) that they need to cooperate on a COI data panel.  No matter how the process begins, the next step is always to pre​pare a draft charter for the COI data panel.  This work will be led by the proposing organization. The following issues must be considered in preparing the draft charter:

· The proper scope of the new COI (the people) and of the COI domain (the subject matter).  This is more an art than a science.  The first principle is that data interoperability problems arise when data crosses system and organization boundaries.  Therefore, useful COIs will also cross these boundaries.  A COI completely con​tained within a single organization (or worse, within a single system) would not be worth the bother.  Second, COIs become more valuable as they include more people and cover a larger domain.  However, the costs of creating/maintaining a COI increases along with its size.  Eventually the costs increase faster than the value.  We do not have a hard objective rule for computing the optimum size of a COI – consensus among the par​ticipants (is this group getting too big to be effective?) is probably the best we can do, at least for now.  As a rule of thumb, consider that everyone in the COI ought to understand all of the definitions in the CDR.  When that seems too hard, consider partitioning the COI into smaller specialized domains.

· The organizations that should belong to the COI and be an active part of the data panel.  (That is, try to dis​tinguish those who want and need to build the CDR from those who will simply use it.)  This will be an iterative process; adding an organization to the COI may change the domain, which may in turn change the organizations that should belong.

· The cost and benefit of chartering a data panel for the proposed COI.  Both of these are difficult to quantify exactly.  Costs include both the work of building the CDR, and of transferring the knowledge in the CDR to the whole COI. Some benefits are avoided costs elsewhere; e.g. the system interfaces become cheaper to build and maintain.  Other benefits appear as increased capability.

· Does the proposed COI cover the intersection of two or more major existing COIs?  Then it must be a sub​stantial intersection, something worth the overhead of a data panel.  Be sure there really is a distinct community of people who must work in both domains A and B; be sure the necessary work can’t be done within the separate A and B panels.

· Is the proposed COI a subset of an existing COI?  This only makes sense if the smaller subgroup needs a specialized vocabulary and if it’s too expensive to expect everyone in the larger group to know this vocabu​lary.

COI data panels are established when their draft charter is approved by the chartering authority.  We suggest that the service Chief Information Officer (CIO) is the proper authority for those communities that do not cross a service boundary, and that the DoD CIO is the right authority for communities that include more than one service.

The data panel needs to include representatives from every part of the COI.  When some systems or organizations are not represented, it is likely that some of their knowledge will not be captured by the data panel, or that some of the knowledge codified by the panel will not be transferred back into those groups.  In either case, data interoperability with the missing groups will suffer.

Most of the people on the panel will be subject matter experts (SMEs) in the COI domain.  These, after all, are the people who possess the knowledge the data panel is trying to capture.  It is likely that most of the SMEs will be func​tional proponents.  However, because some of the knowledge we are trying to capture is implementation-level detail, the data panel will need to include SMEs from the system builders.  Finally, each data panel will typically need some people whose expertise is in capturing data definitions, rather than in the COI domain to be defined.

Most of the work in the data panel will be done by the SMEs drawn from the functional and builder communities, and so most of the costs will be carried by those organizations. Program offices will know the COIs they belong to, and will need to include costs of participation in their budget. A small part of the work should be centrally funded, and not directly paid for by the participating organizations.  We suggest that responsibility for developing and main​taining the procedures and infrastructure used by the data panels probably belongs to the DoD CIO.

3.  Incentives and motivation: why this solution will work

Suppose we charter a COI data panel and allow it to build the common data representation that captures semantic knowledge for the COI domain.  This by itself doesn’t do any good.  We are no closer to data interoperability until this knowledge is acquired by the rest of the community and used by system developers to implement data exchange.  How can we make that happen?  Experience teaches that it is not enough to simply give orders to the developers.  Instead, we need to make COIs part of the work process they are already following.  We also need to show how the COI process makes it easier for developers to satisfy the interoperability requirements they already have.

There are several ways that the COI process can be inserted into the existing system acquisition process.  The following suggestions call for the definitions in a COI’s common data representation to be used in products that are already being created.  If a program needs a definition that does not exist in any CDR, then that program has not been adequately participating in the corresponding COI data panels.

· MNS and ORD:  At a minimum, we should require each Mission Needs Statement and Operational Require​ments Document to specify the list of COIs in which that system will participate.  (A system which does not belong to any COI is by definition a stovepipe.  Who wants to fund any more of those?)  We might also measure the proportion of nouns and verbs in the functional requirements that are defined in the ontologies from the corresponding COIs.
· C4I Support Plan: These are tools for managing implementation issues related to C4I infrastructure for a specific system or program.  They may describe information exchange requirements; when they do, these should be expressed using abstract schemas defined by the relevant COIs.
· Operational and system architectures:  All information exchange requirements described in C4ISR Architec​ture Framework products should be entirely captured in an abstract schema defined by a COI.  The logical data model (OV-7) should map to an abstract or concrete schema defined by a COI.
· Data exchange agreements, message formats, and ICDs:  All of these should map to a concrete schema de​fined by a COI.
· Database definitions:  Definitions of the shared portion of a physical database model should be drawn from concrete model defined by the relevant COIs.  That is, when you are building a physical database model, you should define the meaning of your data elements using definitions from the COI’s definitions whenever these are available.
· Semantic tags:  The terms used in profiles for information dissemination should be drawn from an ontology defined by a COI.
The COI approach can make the developer’s job of building interoperable systems easier.  To a certain extent the COI data panels only reorganize work that programs are already performing.  Programs already invest much effort in building interfaces with other systems.  Part of that work is creating a shared understanding of the data to be ex​changed.  That work is no harder when done in a data panel instead of in pairwise interface meetings.  Data panels offer the possibility of reuse; that is, some of the shared semantic knowledge needed to interface with system A may be helpful when interfacing with system B.  Finally, parts of the CDR produced by the data panels can be used to im​plement data exchanges with other systems; for example, as inputs to a data mediator.

4.  Conclusion
The hardest part of data interoperability is the semantic problem:  arranging a shared understanding of what the data means among all the people involved in the data exchange.  This same problem occurs when systems share data through direct database exchange, when systems pass XML documents to each other, when separate architecture teams try to integrate their work, and when producers and consumers try to use semantic “tags” for information dis​semination.  We can approach the semantic problem in all of these cases by dividing people into communities of interest and making explicit the knowledge each community needs to communicate.  That will take hard work, but it is work that would have to be done anyway, possibly over and over.  By inserting our “community of interest” ap​proach into the normal system acquisition process, we can arrange for that work to be done once.  The result will be a data interoperability solution that can work, because it is technically feasible, and will work, because it will actually be executed by the programs.
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